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1. Introduction
Association reactions of atoms or radicals with

other, mostly less reactive species, forming more or
less stable “reservoir molecules”, play an important
role in atmospheric chemistry. Reaction cycles such
as the Ox, HOx, NOx, and HalOx cycles are terminated
by such processes. The concentrations of the active
species in these cycles and, hence, their catalytic
effectiveness depend on the rates of the association
reactions. As a consequence, atmospheric lifetimes
of natural and anthropogenic constituents of the
atmosphere are directly concerned.

Examples for atmospheric association reactions are
numerous.1,2 The stratospheric Chapman mechanism
is terminated by the formation of ozone

where M stands for the full variety of third-body
gases present in the atmosphere. Nitric acid is formed
through

The HalOx cycles (Hal, halogen atoms) lead to the
appearance of HalONO2 molecules

HO2 is generated through

and can further combine with NO2 to form

Alkyl or partially oxidized alkyl radicals may combine
with O2, forming peroxy radicals which through

combination with NO2 lead to classes of PAN-related
molecules.

Association reactions are directly related to the
reverse dissociation processes, some of which may
also occur in the atmosphere. An example is the
formation and thermal dissociation of N2O5 via

The rates of the association reactions do depend not
only on the concentrations of the reactants and on
the temperature but also on the concentration of the
bath gases M and their chemical nature. This is
generally explained by the classical energy transfer
(Lindemann) mechanism which, for a process of the
type

can be formulated symbolically in terms of the steps

With steady-state concentrations of AB*, this leads

O + O2 (+M) f O3 (+M)

HO + NO2 (+M) f HONO2 (+M)

ClO + NO2 (+M) f ClONO2 (+M)

BrO + NO2 (+M) f BrONO2 (+M)

H + O2 (+M) f HO2 (+M)

HO2 + NO2 (+M) f HO2NO2 (+M)
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NO2 + NO3 (+M) f N2O5 (+M)

N2O5 (+M) f NO2 + NO3 (+M)

A + B + M f AB + M

A + B f AB* (1)
AB* f A + B (-1)

AB* + M f AB + M (2)
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to a rate expression

with a pseudo-second-order rate coefficient

Equation 4 is easily interpreted by identifying the
maximum value of k with the rate constant k1 for
formation of the highly excited unstable adduct AB*
and by identifying the parenthesis at the right-hand
side of eq 4 with the fraction of AB* which is
collisionally stabilized by reaction 2 rather then being
redissociated via reaction -1.

Some atmospheric association reactions, such as
the O + O2 + M f O3 + M, Cl + O2 + M f ClOO +
M, and ClO + ClO + M f Cl2O2 + M reactions, have
been postulated to follow a different mechanism, the
radical complex mechanism with the steps

See section 5. With an A + M S AM equilibrium,
this leads to a rate coefficient of the form

where K5 ) k5/k-5. Obviously, this mechanism has
intrinsic properties different from those of the energy
transfer mechanism, although it shows an analogous
dependence of k on [M] and, therefore, may not be
easily identified. For a distinction of the two mech-
anisms, see below.

In Figures 1-3, we show experimental results for
the pressure dependences of three association reac-
tions. We have chosen the H + O2 (+M),3 NO2 + NO3
(+M),4-8 and HO + C3H6 (+M)9,10 reactions as ex-

amples. Corresponding to eq 4, the pressure depen-
dence is represented by the dependence of k on [M].
While all three curves show a transition from low-
pressure third-order behavior (k proportional to [M])
to high-pressure second-order behavior (k indepen-
dent of [M]), the change in reaction order occurs at
quite different pressures or different M concentra-
tions. The smaller the number of atoms in AB, the
larger generally are the pressures required for ap-
proaching the high-pressure limit.

Although eq 4 qualitatively reproduces the behav-
ior of Figures 1-3, it is well-known that it fails on a
quantitative level. To demonstrate this, it is conve-
nient11 to choose a reduced form, representing k in
terms of the limiting low- and high-pressure rate
coefficients and an interpolation expression. At low
pressures (k2[M] , k-1), eq 4 approaches a limiting
low-pressure rate coefficient

which corresponds to a third-order rate law with a

Figure 1. Second-order rate coefficients for the H + O2
(+M) f HO2 (+M) association reaction near 300 K: (b) M
) N2 and (O) M ) He. Experimental data and estimated
limiting rate coefficients are from ref 3; see the text.

d[AB]
dt

) k[A][B] (3)

k ) k1( k2[M]

k-1 + k2[M]) (4)

A + M f AM (5)

AM f A + M (-5)

AM + B f AB + M (6)

k )
k6K5[M]

1 + K5[M]
(7)

Figure 2. Second-order rate coefficients for the NO2 +
NO3 (+N2) f N2O5 (+N2) association reaction near 300 K.
Experimental data: (b) ref 4, (O) ref 5, (4) ref 6, (3) ref 7,
and (2) ref 8. Estimated limiting rate constants are from
refs 5 and 8; see the text.

Figure 3. Second-order rate coefficients for the HO + C3H6
(+M) f HOC3H6 (+M) association reaction near 300 K (M
corresponding to air, experimental data and estimated
limiting rate coefficients from ref 10; see the text).

k0 ) lim k
[M]f0

) k2(k1/k-1)[M] (8)
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pressure-proportional second-order rate coefficient k.
At high pressures (k2[M] . k-1), k approaches a
limiting high-pressure rate constant

which corresponds to a second-order rate law. The
dependence of k on [M] is generally called the “falloff”
curve because it describes the falloff of k below k∞
when the pressure decreases. One may call that [M]
the “center of the falloff curve” where k2[M] ) k-1.
Using k0 and k∞ from eqs 8 and 9, eq 4 can be
rewritten as

where k0 is proportional to [M] and the center of the
falloff curve is where k0 ) k∞. In the doubly reduced
form, the falloff curve then is expressed by

where k0/k∞ represents a reduced pressure scale.
Comparing eq 11 with experimental results requires
the knowledge of k0 and k∞ from measurements over
sufficiently large pressure ranges or from accurate
calculations as far as these are possible. Figure 2
allows for such a test, while Figures 1 and 3 do not
provide data at sufficiently high and low pressures,
respectively. One may also ask whether the two
limits have been approached sufficiently well in
Figure 2, but at least an empirical continuation of
the experimental curves appears to be possible (for
more details, see below). After k0 and k∞ have been
chosen, as shown in Figures 1 and 2, the predictions
from eq 4 are included in Figures 1 and 2. One notices
that the experimental falloff curves are markedly
below eq 4, the effect being more pronounced for the
N2O5 system than for the HO2 system. It has become
customary to represent this effect by “broadening
factors” F(k0/k∞),11 to be introduced into eq 11

In Figure 4, we try to extract the experimental
broadening factors from Figures 1 and 2. Bell-shaped
curves arise. However, their accurate details depend
on the correct choice of k0 and k∞ (k∞ for the HO2
system was taken from ab initio calculations, see
below; k0 for the HO2 system and k0 and k∞ for the
N2O5 system were taken from the experiments). The
“center broadening factors”

in particular depend on the selected k0 and k∞:
excessively small values of k0 and k∞ result in
excessively large values of Fcent.

There are several reasons for the appearance of the
F broadening factors in eq 12. First, the excited
species AB* in the mechanism of reactions 1, -1, and

2 are formed in wide ranges of energies E and
angular momenta (quantum numbers J); i.e., reaction
steps 1 and -1 depend on E and J. Second, the
collisional stabilization (eq 2) is a multistep process
with sequences of de- and reactivating collisions
between states with different E and J values which
requires the formulation of a two-dimensional master
equation. Handling the mentioned complications is
the issue of modern unimolecular rate theory. It
provides a theoretical access to the broadening factors
F(k0/k∞) in comparison to the experimental results
from Figure 4. The consideration of both, experiments
and theories, is the obligatory condition for an
understanding of the finer details of falloff curves
such as those shown in Figures 1-3.

An economic representation of the complicated
dependence of the pseudo-second-order rate coef-
ficient k on the temperature T, the bath gas concen-
tration [M], and the chemical nature of M is provided
by suitable expressions for k0, k∞, and F(k0/k∞).
Unfortunately, this procedure makes data evaluation
and representation, as well as modeling of association
reactions in atmospheric chemistry, more compli-
cated than one would have liked. However, this
problem cannot be avoided. The following review
describes an approach to analyzing, predicting, and
representing k0, k∞, and F(k0/k∞). It must be empha-
sized that this chapter is far from being closed. Our
theoretical understanding of the required details is
still fragmentary and at best semiquantitative. Nev-
ertheless, the described procedure allows for a gradual
implementation of improvements whenever these
become available.

Because all microscopic steps are superimposed in
the intermediate falloff range, it appears most rea-
sonable to analyze the limiting ranges first where the
contributing phenomena are separated to a major
extent. One cannot expect to understand the full
falloff curve when the simpler problems of under-
standing the limiting low- and high-pressure rate
coefficients have not yet been solved. For this reason,
the limiting ranges are considered separately in the
following. A section on broadening factors then fol-

k∞ ) lim k
[M]f∞

) k1 (9)

k )
k0k∞

k0 + k∞
(10)

k
k∞

)
k0/k∞

1 + k0/k∞
(11)

k
k∞

)
k0/k∞

1 + k0/k∞
F(k0/k∞) (12)

Fcent ) F(k0/k∞)1) (13)

Figure 4. Experimental broadening factors F(k0/k∞) for
the H + O2 (+N2) f HO2 (+N2) and NO2 + NO3 (+N2) f
N2O5 (+N2) association reactions [experimental results
from Figures 1 (0) and 2 (symbols as in Figure 2); see the
text].
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lows. Some short remarks on the few reactions, which
possibly follow the radical complex mechanism, con-
clude this review.

2. High-Pressure Range

At high pressures, the association reaction is
“capture-controlled”: each encounter between A and
B, which forms a long-lived AB*, leads to reaction
because rapid collisional stabilization of AB* prevents
redissociation and leads to stable AB. At this stage,
we do not discuss what happens at very high pres-
sures when the capture becomes diffusion-controlled.
Instead, we consider a series of theoretical ap-
proaches which provide useful insight into the quan-
titative nature of k∞ under normal gas-phase condi-
tions.

First, suitable information about the potential
energy surface (PES) of AB is required. Within the
most simple approximation, one may consider a
Morse potential in center-of-mass coordinates be-
tween A and B. At the same time, some model for
the anisotropy of the potential has to be set up. Both
components of the potential are important, the
former characterizing centrifugal barriers E0(J), the
latter describing the transformation of rotations of
A and B into vibrational motions in AB which reduces
the entropy of the collision pair. The Morse potential
is expressed in the form

with the center-of-mass distance r between A and B,
the Morse bond energy D, the equilibrium value re
of r, and the Morse parameter â. Center-of-mass
coordinates r in eq 14 are used for convenience
because they allow for the simplest access to the
centrifugal barriers E0(J). It should be emphasized,
however, that the transition from bond lengths R, like
those usually employed in Morse potentials, to center-
of-mass coordinates r may also require changes in â.

We have proposed12 to characterize the simplest
kind of anisotropy in valence potentials by an r
dependence of the quanta ε(r) of those bending
vibrations which correlate with the rotations of A and
B, e.g., in the form

with a “looseness parameter” R. An analysis of
experimental results for k∞ in terms of a simplified
statistical adiabatic channel model (SACM)13 led to
the suggestion that

is a useful first approximation. In the meantime, a
series of ab initio calculations of PESs have shown
that reality is more complicated. Some potentials,
such as those observed for some C-H or C-C
bonds,14 roughly follow eqs 14-16. On the other
hand, systems with H-O, O-O, or N-O bonds often
deviate markedly from this approximation. At long
ranges, electrostatic potentials such as dipole-dipole

or dipole-quadrupole potentials dominate and the
transition to short-range valence potentials is not
smooth, showing intermediate minima and maxima
or shoulders of the PES.15-19 Obviously, the electro-
static potentials differ from eqs 14-16. If ab initio
calculations of the PES have not been carried out,
eqs 14-16 may provide a useful starting point; if ab
initio results are available, they have to be repre-
sented analytically and then allow for more accurate
calculations such as those considered in the following.

It is not the aim of this review to discuss the large
variety of possible PESs, although the capture rates
and k∞ directly depend on their properties. Instead,
we show results for selected cases, illustrating pos-
sible absolute values and temperature dependences
of k∞. Our method of choice is a combination of
classical trajectory calculations (CT) and the statisti-
cal adiabatic channel model (SACM).12 The SACM
treatment of “conserved modes” of A and B, changing
their quanta only slightly during the capture process,
provides a separation of these modes from the
“transitional modes” which convert rotations of A and
B into deformation vibrations of AB. The complicated
capture dynamics of the transitional modes are best
accessed by CT. It was shown20 that the decoupling
of conserved and transitional modes in calculating
capture rates is justified. It was also shown21,22 that
the classical treatment of the transitional modes by
CT is also fully adequate for all conditions of atmo-
spheric interest (while quantum treatments are
required for open-shell species in astrochemical ap-
plications).

Before explicitly calculating capture rate constants
kcap, one must consider the role of excited electronic
states in the association process. Species A and B
often are in open electronic shells such that several
electronic states of AB* can be formed in the capture
process. In general, most of these states cannot be
collisionally quenched to form stable AB. One often
even assumes that only the electronic ground state
component of the formed states of AB* is relevant
for the association reaction. In this case, k∞ is given
by

where f0 denotes the thermal population of those
electronic configurations of A and B which form
electronic ground state AB. f0 generally is given by
Qel(AB)/Qel(A)Qel(B), where Qel terms are the respec-
tive electronic partition functions. f0 can have a
markedly negative dependence of T when electronic
fine structure components of A and/or B are ther-
mally populated like in HO radicals or O atoms.

The results of CT calculations for kcap in the
following are represented by two factors, the kcap

PST

value obtained by neglecting the anisotropy of the
potential, which corresponds to “phase space theory”
(PST), and a factor frigid describing the reduction of
the rate constant by introduction of dynamical con-
straints arising from the anisotropy of the potential
which is called the “rigidity factor”. kcap

PST can be
calculated by CT. However, it can also be obtained
by statistical rate theory from the centrifugal barriers

V(r) ) -2D exp[-â(r - re)] + D exp[-2â(r - re)]
(14)

ε(r) ≈ ε(re) exp[-R(r - re)] (15)

R/â ≈ 0.5 (16)

k∞ ) f0kcap (17)
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E0(J) of the potential through

with the centrifugal partition function

and the reduced mass µ of the collision pair (A + B).
kcap

PST is determined by the true interaction potential
between A and B through E0(J) to the extent that
this is known. Otherwise, it appears more reasonable
to employ an estimated Morse potential than to use
a hypothetical van der Waals potential between A
and B, as is sometimes done for simplification. It
should be mentioned that eqs 18 and 19, with an ion-
induced dipole potential, directly give the Langevin
rate constant of ion-induced dipole capture which
thus is a special case of PST.23 For an isotropic
potential, eqs 18 and 19 from statistical rate theory
and CT determinations of kcap give identical re-
sults.21,22

The centrifugal barriers E0(J) are important quan-
tities in the analysis of k∞, as well as of k0 and F(k0/
k∞), such that it is worthwhile to analyze their
properties. For Morse-type potentials like eq 14, they
are often of the form

with an exponent ν being between 1.0 and 1.5.11 In
this case

provides a direct access to the temperature depen-
dence of kcap

PST. The situation changes for more com-
plicated potentials. We use the association reaction

as an example. The ab initio calculations15,16 have
given a potential V(r), as illustrated in Figure 5. The

long-range dipole-dipole attraction leads to an HOHO
structure which via an intermediate maximum, a
potential “reef”, finally is converted into the short-
range valence structure of HOOH. The corresponding
centrifugal barriers24 are shown in Figure 6. Gener-
ally, the centrifugal barriers for different J values
are found at different values of the distance r.
However, in this special case, they are fixed for a
certain range of J values at the position of the small
intermediate reef of the potential.

Once the anisotropy of the potential in the form of
eq 15 has been introduced, systematic CT calcula-
tions have been performed21,22 for a variety of as-
sociation processes such as atoms combining with
linear molecules forming linear or T-shaped adducts,
and linear species combining with linear species to
form linear, T-shaped, or trapezoidal adducts. The
resulting thermal rigidity factors frigid(T), except at
very high temperatures, were found to be practically
independent of temperature. Their absolute value
was found to be governed by “anisotropy parameters”
of the type

with the adduct quanta ε(re) of the transitional modes
(see eq 15), the rotational constants B∞ of the corre-
sponding rotations of the combining species A or B,
and the Morse dissociation energy D. Depending on
the number of deformation vibrations of the adduct
correlating with the rotors of A or B, i.e., the number
of transitional modes, the thermal rigidity factors
could be expressed in terms of the parameters C; e.g.,
frigid was found to approach x(6/C) for atomic A and
linear B combining to form T-shaped AB, x2/C for
linear AB, or 2/C2 for linear A and linear B combining
to form linear AB. With ν being in the range of 1.0-
1.5 and R/â approximating 0.5, apart from a possible
temperature dependence of the electronic partition
functions Qel(A) and Qel(B) contained in f0 in eq 17,
this simple potential model then leads to an only very
weak temperature dependence (k∞ ∝ T0(0.5) of the
high-pressure association rate constant. The influ-
ence of deviations of the ratio R/â from the “standard

Figure 5. Minimum energy path potential for the HO +
HO f H2O2 association reaction: (s) ab initio calculations
from refs 15 and 16, with the outer potential well corre-
sponding to HOHO and the inner well to HOOH, and
(- - -) dipole-dipole potential24.

kcap
PST ) kT

h ( h2

2πµkT)3/2

Qcent
/ (18)

Qcent
/ ) ∑

J)0

∞

(2J + 1) exp[-E0(J)/kT] (19)

E0(J) ≈ Cν[J(J + 1)]ν (20)

Qcent
/ ≈ Γ(1 + 1/ν)(kT/Cν)

1/ν (21)

HO + HO (+M) f H2O2 (+M) (22)

Figure 6. Centrifugal barriers E0(J) for the HO + HO f
H2O2 association reaction: J < 70, as for dipole-dipole
potential, (- - -) as for potential “reef”; and J > 300, as for
H2O2 valence potential (see the text; results from ref 24).

C ) [ε(re)]
2/2B∞D (23)
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value” of 0.5 on frigid(T) has also been inspected:22 R/â
values of <0.5 lead to slightly positive and R/â values
of >0.5 to slightly negative temperature coefficients
of frigid. However, these effects all are only weak and
do not change the conclusions about an only weak T
dependence of k∞.

Before these results are compared with CT calcula-
tions on ab initio PESs, an inspection of association
rate constants for electrostatic potentials appears to
be illustrative: the association of ions with induced
dipoles is characterized by an frigid of 1 and a tem-
perature-independent k∞ like that given by the Lan-
gevin rate constant; the association of ions with
permanent dipoles leads to an frigid of 0.5 and a k∞
that proportional to T-0.5 such as given by locked-
dipole capture theory;25 the association of two dipoles
leads to an frigid of 0.35426 and a k∞ that is proportional
to T-1/6. All these results suggest that, apart from the
electronic factor f0 in eq 14, k∞ will have an only very
weak temperature dependence.

Ab initio results so far are only available for few
systems with three- and four-atom adducts AB such
as the H + O2 f HO2,17 HO + O f HO2,18 O + NO
f NO2,19 and 2HO f H2O2 association reactions.24

Figure 7 shows calculated k∞ results for the H + O2
f HO2 reaction, while Figure 8 demonstrates the
H2O2 system. The temperature dependences of kcap
are only weak and practically negligible over the
atmospheric temperature range. Most of the pre-
dicted temperature dependence in the H2O2 system
(not shown in Figure 8!) stems from the electronic
factor f0 with the well-known electronic partition
functions of OH radicals. The rigidity factor of 0.35
near 300 K for the HO2 system is close to the value
estimated with a C of ≈22 from eq 23 for a nonlinear
adduct, being between a linear and T-shaped struc-
ture.17 The results for the H2O2 system show that kcap
is governed by the dipole-dipole potential only up
to temperatures near 30 K. Under atmospheric
conditions, the intermediate potential maximum (be-
ing nevertheless at energies of <0) dominates k∞. The
rigidity factor here is still close to 0.35, i.e., to that
of the dipole-dipole potential, but the centrifugal
barriers correspond to a fixed position of an effective
activated complex. This in turn corresponds to a ν of

1 in eq 20 and, through eqs 18-21 to a kcap that is
proportional to T0.5. The weak negative temperature
coefficient of f0 in k∞ then largely compensates for this
temperature dependence.

Following the SACM/CT approach, k∞ only includes
contributions from the transitional modes. One,
therefore, should not expect changes in the situation
that is described when larger polyatomic species A
and B are considered for which ab initio calculations
of the potential are not available. The assumption of
a nearly temperature independent kcap and of an only
weak temperature dependence of k∞ from the elec-
tronic factor f0, therefore, appears to be safe in all
cases. Small true activation barriers of the potential
(being positive), however, certainly change the pic-
ture. In this case, the treatment of rigid activated
complex RRKM theory should be approached, leading
to positive temperature coefficients and smaller
values of k∞. Whenever experimental studies of
association reactions seem to indicate that k∞ has a
strong negative temperature coefficient, one has to
suspect that the evaluation is inadequate because the
pressure range of the experiments was too small to
allow for a meaningful extrapolation toward k∞.

It is well-known that dynamical and statistical
calculations of k∞ are equivalent if the same phase
space distributions are accurately realized.27 For this
reason, the SACM/CT approach may be approxi-
mated by variational transition state theory (VTST)
and its variants such as those used in VARIFLEX
codes28 of flexible transition state theory.29,30 In any
case, however, the quality of the results is primarily
governed by the quality of the employed potential.
We feel that the SACM/CT treatment is particularly
direct, rationalizes the contributions of the minimum
energy path leading to the centrifugal barriers (in
kcap

PST) and of the anisotropy introducing additional
dynamical constraints (in frigid), and does not need
corrections for quantitation and recrossing trajecto-
ries as this is the case with VTST. In most practical
cases, when ab initio potentials are not available,
experimental conclusions about k∞ in comparison to
theoretical considerations provide the most reliable
information anyway.

Figure 7. Limiting high-pressure rate constants k∞ for the
H + O2 f HO2 association reaction (SACM/CT calculations
on the ab initio potential from ref 17).

Figure 8. Capture rate constants kcap (i.e., k∞ omitting
electronic weight factor f0 in eq 17) for the HO + HO f
H2O2 association reaction: (b) SACM/CT calculations on
the ab initio potential from ref 24, (- - -) dipole-dipole
capture, and (s) fit to high-temperature results.
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Representing kcap by the “hindered Gorin model”,31

one identifies the unhindered Gorin rate constant
with PST and the thermal rigidity factor frigid with 1
- η, where η is an empirical “hindrance parameter”.
The relation between frigid and the anisotropy of the
potential, as described above, therefore can also be
used to characterize η.

A selection of experimentally derived values of k∞
in Table 1 for illustration are reproduced from data
evaluations such as ref 1. These results show which
variations of k∞ must be expected. With regard to the
accuracy of the given values, one should keep in mind
that the values all are from extrapolations which to
some extent rely on the chosen broadening factors
F(k0/k∞) of the falloff curves and also on the chosen
low-pressure rate constants k0. This uncertainty
becomes larger as smaller AB adducts are considered.

3. Low-Pressure Range

The analysis of high-pressure rate coefficients in
the previous section dealt with “activated complex
properties”, as hidden and implicit as they may have
been in our treatment. Low-pressure rate coefficients,
in contrast to this, are governed by intermolecular
collisional energy transfer between AB* and M.
However, some properties of the potential energy
surface such as the centrifugal barriers E0(J) also
enter the rate coefficients to a limited extent. In the
low-pressure limit, a A + B S AB* pre-equilibrium
is established, and the effective rate of collisional
stabilization of AB* determines the overall rate of
formation of AB. Obviously, the populations of states
g(E) of AB* then deviate from equilibrium popula-
tions f(E). A similar situation prevails in the low-
pressure range of the reverse thermal dissociation
reactions. It appears worthwhile to remember that,
at steady state, the nonequilibrium factors [h(E) )
g(E)/f(E)] of dissociation and association are comple-
mentary32

Likewise, the overall rate coefficients of dissocia-
tion and association, at steady state, despite quite
different nonequilibrium populations of the states of

AB*, are coupled by the equilibrium constant Keq

The determination of k0 requires the solution of a
master equation leading to the steady-state popula-
tions g(E,J) and from this to the rate coefficient k0.
The input for this treatment are state (E,J)-to-state
(E′,J′) collisional energy transfer rates which may be
separated into an overall collision frequency Z and
state-to-state transition probabilities P(E′,J′/E,J). It
appears strange that classical unimolecular rate
theory in the RRKM version has assumed strong
collisions, thus drawing attention away from the rate-
determining process to the more “trivial” statistical
factors. However, the solution of the master equation,
particularly under steady-state conditions, today has
become routine. It is known32 that most of the details
of energy transfer are lost by thermal averaging and
that only Z, 〈∆E〉, and 〈∆E2〉 enter k0, where 〈∆E〉 and
〈∆E2〉 are the first and second moments of P(E′,J′/
E,J), respectively, i.e., the average and average
squared step sizes of energy transfer, respectively.
Experimental determinations of 〈∆E〉 and 〈∆E2〉 are
now available for selected systems; see, for example,
ref 33. However, rotational effects are still badly
characterized such that solutions of the two-dimen-
sional (E,J) master equation remain to be introduced
in the future. Solving the master equation is not the
problem, but having realistic input parameters for
the energy transfer process is.

The solution of the master equation in the low-
pressure range can be expressed by

where, for an exponential collision model of P(E′/E),
the collision efficiency âc is related to 〈∆E〉 by32

with

Table 1. Rate Parameters for Atmospheric Association Reactionsa

reaction k0/[N2] n k∞ Fcenter

H + O2 f HO2 5.4 × 10-32 1.8 7.5 × 10-11 0.55
HO + HO f H2O2 6.9 × 10-31 0.8 2.6 × 10-11 0.5
O + NO f NO2 1.0 × 10-31 1.6 3.0 × 10-11 0.85
HO + NO2 f HONO2 3.7 × 10-30 2.9 3.6 × 10-11 0.41
NO2 + NO3 f N2O5 2.8 × 10-30 3.5 2.0 × 10-12 0.45
ClO + NO2 f ClONO2 1.6 × 10-31 3.4 1.5 × 10-11 0.5
BrO + NO2 f BrONO2 4.7 × 10-31 3.1 1.4 × 10-11 0.4
IO + NO2 f IONO2 7.7 × 10-31 5.0 1.6 × 10-11 0.4
HO + C2H4 f HOC2H4 7.0 × 10-29 3.1 9.0 × 10-12 0.48
HO + C3H6 f HOC3H6 8.0 × 10-27 3.5 3.0 × 10-11 0.5
O2 + CH3 f CH3O2 1.0 × 10-30 3.3 1.8 × 10-12 0.27
CH3O2 + NO2 f CH3O2NO2 2.5 × 10-30 5.5 7.5 × 10-11 0.36
C2H5O2 + NO2 f C2H5O2NO2 1.3 × 10-29 6.2 8.8 × 10-12 0.31
CH3CO3 + NO2 f CH3CO3NO2 2.7 × 10-28 7.1 1.2 × 10-11 0.30

a Selected values from the IUPAC data evaluation:1 k0/[N2] in cm6 molecule-2 s-1, k∞ in cm3 molecule-1 s-1, values for 300 K, k0
∝ T-n, k∞ ∝ Tm with m ≈ 0, falloff curves with eqs 35 and 36 and temperature-independent Fcenter.

hdiss(E) + hass(E) ) 1 (24)

kass ) kdissKeq (25)

k0 ) KeqâcZ[M]∑
J)0

∞

(2J + 1)∫E0(J)
∞

dEf(E,J) (26)

âc/(1 - xâc) ≈ -〈∆E〉/FEkT (27)

FE ) ∫E0

∞
f(E) dE/f(E0)kT (28)
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Provided that the equilibrium populations f(E,J) and
the centrifugal barriers E0(J) are known, the treat-
ment can concentrate on essential factors Z and 〈∆E〉.
An economic way to represent the factors included
in f(E,J) was proposed,11,32 giving

The threshold energy [E0 ) E0(J)0)] here is
counted from the energy of separated A and B, i.e.,
barrierless associations have E0 values of 0. Q terms
denote the relevant partition functions, and internal
rotations are included in the vibrational partition
functions. The rotational factor Frot includes centrifu-
gal contributions through E0(J); for details, see ref
11. While the calculation of vibrational harmonic
densities of states Fvib,h(E0), as well as of the rota-
tional factor Frot [once E0(J) is known], is trivial,11,32

the problem of properly handling the anharmonicity
factor Fanh essentially remains unsolved. First propo-
sitions,32 which were based on the anharmonicities
of Morse potentials, apparently underestimate Fanh.
Simplified methods for including stretch-bend cou-
plings34 seem to work well35 but need to be validated
for larger molecules. When the various contributions
to k0 are considered, there remain some uncertainties
in Frot [through uncertainties in the potential and,
hence, in E0(J)], in Fanh (mainly through uncertainties
in stretch-bend couplings), and in collision param-
eters Z and âc. For the latter, the following situation
prevails: The collision frequencies Z apparently can
be represented by capture rate constants between
AB* and M. If there is no particularly pronounced
interaction, the Lennard-Jones collision frequency ZLJ
appears to be an adequate choice for Z.32 If long-range
forces operate, such as with an M of H2O,36 the
corresponding capture rate constant represents Z;
likewise, if M is a reactive atom,37 the corresponding
capture rate constant, as analyzed in section 2,
represents Z (by analogy Z is equal to the Langevin
rate constant, if AB is an ion and if M is an induced
dipole). 〈∆E〉 values still have to be taken as fit
parameters. However, by comparison of experimental
results for groups of reactions, certain general rules
could be derived. As far as atmospheric association
reactions are concerned, the most relevant are the
assumptions of a temperature independent 〈∆E〉 of
Z ) ZLJ (except for conditions under which [H2O]/
[N2 + O2] > 0.03), and of 〈∆E〉/hc ≈ -200 ( 100 cm-1

for N2 or O2 as M. CT determinations of Z and 〈∆E〉
are also making progress and will become useful for
quantitative predictions in the future.

Despite the mentioned uncertainties in the various
factors contributing to k0, a theoretical analysis of
experimental results in terms of eq 29 should always
be made to trace experimental misinterpretations.
There is only little uncertainty in the predicted
temperature dependence of k0. Also, absolute values
of k0 can probably be predicted from eq 29 with an
uncertainty of less than a factor of 3. However,
whenever the results of the theoretical analysis are
reported, all of the used details should be indicated,

in particular E0(J), Fanh, 〈∆E〉, and Z. Ready-to-use
codes that do not specify the underlying assumptions
and parameters become intransparent and, hence,
are only of limited value.

In contrast to the generally only weak temperature
dependence of k∞, k0 may have strongly negative
temperature coefficients

The exponent n will be the larger as there are more
oscillators in AB and the lower are their frequencies.
At the same time, the absolute value of k0 increases
to such an extent that the low-pressure range be-
comes more and more difficult to reach with decreas-
ing pressure. Figures 1-3 demonstrate this shift of
the falloff curves with pressure. The main culprit for
this effect is the vibrational density of states Fvib,h-
(E0) in eq 29 which dramatically increases with an
increase in the number of oscillators and a decrease
in oscillator frequencies. For illustration, Table 1
includes experimental values of k0 for some atmo-
spheric association reactions like those evaluated in
ref 1. Exponents n from eq 30 are also given.

4. Falloff Range
The analysis of the rate coefficients k in the

intermediate falloff range presents an interesting
situation. On one hand, the difficulties of a separate
understanding of k0 or k∞ have not been overcome so
that the by far more complicated general analysis of
the falloff range seems out of reach. Once k0 and k∞
have been determined by a combination of experi-
ment and theory, on the other hand, reduced falloff
curves can be constructed with sufficient reliability
even by suitably simplified theoretical models. This
allows for an often satisfactory solution of the practi-
cal problem of properly representing k. In this sec-
tion, some new results for representing k/k∞ as a
function of k0/k∞ are described. One first notices that,
according to eq 25, reduced falloff curves of this type
are identical for association and the reverse dissocia-
tion processes. The broadening factors F(k0/k∞), then,
may be factorized into strong-collision and weak-
collision contributions through

The strong-collision broadening factor FSC(k0/k∞) can
be derived from the expression for k in standard
unimolecular rate theory. For convenience, we use
that for the dissociation rate constant kdiss

where, in eq 4, k-1 corresponds to k(E,J) and k1 to
k(E,J)f(E,J)Keq. The specific rate constants for dis-
sociation k(E,J) in statistical unimolecular rate theory
are expressed by

with the number of open dissociation channels W(E,J)

k0 ) âcZ[M]Fvib,h(E0)FEkTFanhFrot ×
Qel,rot(AB) exp(-E0/kT)

Qel,rot(A)Qel,rot(B)Qvib(A)Qvib(B)
(29) k0 ∝ T-n (30)

F(k0/k∞) ) FSC(k0/k∞)FWC(k0/k∞) (31)

kdiss ) ∑
J)0

∞

(2J + 1)∫E0(J)
∞

dE
k(E,J)f(E,J)Z[M]

k(E,J) + Z[M]
(32)

k(E,J) ) W(E,J)/hF(E,J) (33)
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and the rovibrational density of states F(E,J) of AB.
The thermal average over W(E,J) leads to k∞. An
explicit specification of the E and J dependences of
W(E,J) and F(E,J) is required for the falloff range.

Reduced falloff curves first were expressed in terms
of Kassel integrals with the parameters SK (≈Evib/
kT) and BK (≈E0/kT).39 Later on, rigid activated
complex RRKM theory was exploited11,39 to obtain
theoretical expressions for FSC(k0/k∞). In this ap-
proach, J dependences in eq 32 were neglected and
the results were represented in the form of eq 12.
Bell-shaped expressions similar to Figure 4 were
obtained in this way which conveniently could be
approximated by

The width parameter N was found to be coupled to
Fcenter

SC through

With an increasing extent of broadening, asym-
metries of the bell-shaped functions of FSC(k0/k∞) were
also observed39 which we do not consider here.

In addition to the shape of the broadening factors,
such as approximated by eqs 34 and 35, the analysis
of falloff curves from RRKM theory provided expres-
sions for the center broadening factors Fcenter

SC . It was
shown11,39 that Fcenter

SC can be expressed conveniently
in terms of modifications of the Kassel parameters
SK and BK such that the absolute values and tem-
perature dependences of Fcenter

SC are accessible from
theory.

Collisional energy transfer of weak collision type
also has some influence on the shape of the reduced
falloff curves. These effects cannot simply be ascribed
to replacement of Z in eq 32 with âcZ which would
not change the broadening factors. Instead, weak
collisions generally tend to further broaden the
reduced falloff curves; i.e., FWC(k0/k∞) < 1 in eq 31.
To determine FWC(k0/k∞), the complete master equa-
tion for dissociation, association, activating, and
deactivating collisions has to be solved. Examples of
such calculations have been described previously.40,41

As a general result, FWC(k0/k∞) was found to be
similar in shape to FSC(k0/k∞), however, with a weak
collision center broadening factor depending on 〈∆E〉.
To a first approximation, an expression of the type40

was found to apply. Using a combined Fcenter, eqs 34
and 35 then are used (omitting the superscript SC)
for the combined effects of weak and strong collision
broadening.

In practice, the following procedures have become
customary. The NASA/JPL evaluation of atmospheric
reactions2 used eqs 34 and 35 with an Fcenter of ≈0.6
and an N of ≈1.0 independent of the system and
temperature. In contrast to this, the IUPAC evalu-
ation1 employed eqs 34 and 35 with a system-
dependent Fcenter. Often, Fcenter is also being used as
an empirical fit parameter of the experimental data.

It cannot be sufficiently emphasized that the derived
expressions for k0, k∞, and Fcenter have to be considered
together, because the extrapolated values of k0 and
k∞ often depend on the chosen value of Fcenter [as well
as on the chosen expression for F(k0/k∞), using N ) 1
or N from eq 35]; see below.

It may appear to be unsatisfactory that the NASA/
JPL and IUPAC evaluations used different policies
for the representation of falloff curves through dif-
ferent values of Fcenter. In practice, however, there are
only small differences in the results as long as only
limited parts of the falloff curves are represented and
if the procedure is clearly defined by specifying the
used k0, k∞, and Fcenter. For a further more quantita-
tive comparison of experiment and theory, however,
it should be recognized that the NASA/JPL policy
might have to be modified because Fcenter clearly must
be system-dependent and the values for k0 and k∞
extracted on the basis of a constant Fcenter of 0.6
cannot be absolutely correct. This, however, requires
more certainty about the adequate Fcent which has
to come from theory. A number of attempts in this
direction have been made. First, it was realized that
eqs 34 and 35 may not be the best way to represent
reduced falloff curves from RRKM theory. Asym-
metries were introduced,11,39,40 and different func-
tional forms were recommended.41-44 These ap-
proaches, however, do not appear to improve the
situation since rigid activated complex RRKM theory
does not apply to the considered barrierless associa-
tion reactions anyway. They may appear to apply to
reactions with small barriers, but even here, rota-
tional effects have not been included and weak
collision effects were not adequately accounted for.
In practice, often numerical master equation/flexible
transition state codes are employed. If these results
are represented in a way which indicates k0, k∞, and
Fcenter, they provide valuable information about Fcenter.
However, this approach will become really meaning-
ful only when k(E,J) is included as it is derived from
ab initio potentials, when sufficient information
about rovibrational collisional energy transfer is
available, and when two-dimensional (E,J) master
equations are employed. Since these requirements
cannot be fulfilled at present, we do not review this
line of developments. Instead, I feel that, at this
stage, one has to be content with simpler procedures.
(i) Equations 34 and 35 may serve as a starting point
to be improved only when more detailed calculations
require modifications. (ii) Equation 36 may provide
a first guess for weak collision broadening to be
improved when reliable information about âc and
〈∆E〉 is available. (iii) Fcenter

SC should be changed from
the expressions based on rigid activated complex
RRKM theory which are not appropriate for barri-
erless association reactions. Since this last point is
veryimportantandwasthesubjectofrecentactivities,45-48

in the following we summarize the corresponding
results.

For low temperatures such as those relevant to
atmospheric applications, most (if not all) of the
oscillators of A and B are of such large frequencies
that they do not contribute to the Kassel parameter
SK. In early unimolecular reaction studies, this

FSC(k0/k∞) ≈ Fcenter
SC{1+[log(k0/k∞)/N]2}-1

(34)

N ≈ 0.75 - 1.27 log Fcenter
SC (35)

log Fcenter
WC ≈ 0.14 log âc (36)
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erroneously was interpreted as an indication for
restricted intramolecular energy flow in AB*, while
in reality, it is a pure quantum effect in the statistics.
In contrast to the conserved oscillators, the transi-
tional modes approach rotational character and thus
classically contribute to the effective SK. However,
these modes couple with orbital rotation and are
restricted by centrifugal barriers and anisotropy
constraints. For this reason, rotational effects of the
falloff curves, like those included in eq 32, have to
be elucidated in detail. This can be done in two
stages: first by determining k(E,J) from phase space
theory which can be done without great effort,49,50

although the centrifugal barriers E0(J) need to be
known, and second by determining (E,J)-specific
rigidity factors frigid(E,J) by SACM/CT calculations.51

It turns out that the PST treatment gives the major
contribution to FSC(k0/k∞). We use the formation of
nitric acid from the association of HO with NO2

46 as
an illustrative example; see Figure 9. One obtains
an Fcenter

SC of ≈0.47 over the range of 200-400 K.
Together, with an additional weak collision broaden-
ing described by eq 36, one derives an Fcenter of ≈0.40
( 0.02 which is in good agreement with a fitted
experimental value for Fcenter of ≈0.44 when M is N2
at 300 K.52-56 Obviously, the NASA/JPL value of 0.6
is too high and, if used for a fit, leads to k0 and/or k∞
values which are too low by a factor of up to 1.5. It
was found46 that the PST calculation of FSC(k0/k∞)
nearly produced the final result and that the intro-
duction of the somewhat uncertain rigidity factors,
depending on fine details of the potential, had practi-
cally no effect. Therefore, on the basis of the cen-
trifugal barriers which have to be known for an
analysis of k0 and k∞ anyway, and using PST, reduced
falloff curves can be calculated relatively easily, as
demonstrated in ref 46. At this stage, we have
assumed that the reaction only occurs on one chan-
nel; i.e., the possible contribution from a second
channel, HO + NO2 f HOONO, was not taken into
account (see below). A temperature dependence of
Fcenter can practically be neglected for atmospheric
applications. While the bell-shaped form of F(k0/k∞)
in Figure 9 is roughly conserved, one nevertheless

notices minor asymmetries. Also, the k0/k∞ minimum
is slightly shifted from 1 to smaller values. One may
account for this in the way described in ref 39 or in
some other empirical way. However, eqs 34 and 35
appear to be sufficient within experimental uncer-
tainties. Nevertheless, future improvement will be-
come necessary when the experimental precision
increases. One should also not forget that at higher
temperatures conserved oscillators will also start to
contribute to SK which leads to a further decrease in
Fcenter

SC , as has been systematically documented in
refs 39 and 45.

Before leaving the discussion of falloff curves, we
briefly demonstrate the consequences of choosing
different values of Fcenter. Figure 10 shows fits of
falloff curves with Fcenter values of 1, 0.6, and 0.4 to
experimental data for the HO + NO2 (+N2) f HNO3
(+N2) association reaction. Different values of k0 and
k∞ are derived, depending on the choice of Fcenter. The
scatter of the experimental results does not allow us
to make a definite decision on the value of Fcenter
(although an Fcenter of 1 can be excluded with cer-
tainty). For this reason, the main advantage of using
a realistic Fcenter from theory lies in the possibility of
extrapolating experimental parts of the falloff curve
to realistic values of k0 and k∞ which is not case when
unrealistic values of Fcenter are used. Figure 10 also
demonstrates experimental uncertainties which are
not understood at present. In view of the importance
of the considered reaction, the remaining uncertainty
appears to be most unfortunate and calls for im-
proved experiments.

The HNO3 system may be even more complicated
for another reason. When HO radicals combine with
NO2, there is the possibility of forming various HNO3
isomers such as ordinary nitric acid HONO2 or
HOONO. In this case, to a first approximation, the
overall rate may be split into the sum of the rates

Figure 9. Strong collision broadening factors FSC(k0/k∞)
for the HO + NO2 (+M) f HONO2 (+M) association
reaction. Results from ref 46 for T/K values of 1400 (curve
1), 1000 (curve 2), 800 (curve 3), 400 (curve 4), 300 (curve
5), 200 (curve 6), 100 (curve 7), and 50 (curve 8).

Figure 10. Falloff curves for the HO + NO2 (+N2) f
HONO2 (+N2) association reaction. Experiments at 296 K
from refs 52 (0), 54 (b), 55 (O), and 56 (4). Fit to the results
from ref 55 by eqs 34 and 35 with an Fcenter of 1, a k0 of
1.56 × 10-30 × [N2], and a k∞ of 1.5 × 10-11 (- - -), with an
Fcenter of 0.6, a k0 of 2.58 × 10-30 × [N2], and a k∞ of 2.5 ×
10-11 (- - -), and with an Fcenter of 0.4, a k0 of 3.7 × 10-30

× [N2] cm6 molecule-2 s-1, and a k∞ of 3.6 × 10-11 cm3

molecule-1 s-1 (s), in agreement with the experimental k∞
when M is He from ref 57.
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for the various channels. This may influence the
shape of the overall falloff curve which would be
difficult to identify. More conclusive are isotopic
studies or experiments showing nonexponential con-
centration-time profiles of HO radicals due to re-
dissociation of the less stable isomers. For a discus-
sion of this topic, see refs 53-57.

The approach illustrated for the HNO3 system in
ref 48 has been generalized to molecules with similar
energy and frequency parameters but with different
total numbers r of rotational degrees of freedom of A
and B. The derived values of Fcenter

SC , together with
an Fcenter

WC of ≈0.85, gave total values of Fcenter which
may serve for a quick estimate. Fcenter values of ≈0.53,
≈0.50, ≈0.45, ≈0.40, and ≈0.35 were obtained48 in
this way for r values of 2-6, respectively (for more
details, see ref 48).

5. Radical Complex Mechanism
The O + O2 + M f O3 + M,58 Cl + O2 + M f ClOO

+ M,59 and ClO + ClO + M f Cl2O2 + M60 association
reactions have shown a series of “anomalies”. The low
pressure rate coefficients were found to be markedly
larger than values that can be explained by eq 29.
They had much stronger dependences on the nature
of M. They had temperature dependences stronger
than those predicted by this equation. In addition,
for the O3 and Cl2O2 systems, unusual pressure
dependences, significantly differing from typical fal-
loff curves, were observed at pressures above 1 bar.
Figure 11 illustrates the unusual pressure depen-
dence for the rate coefficient for ozone formation in
the bath gas N2. Obviously, the observed dependence
of k on N2 concentration markedly differs from the
usual picture of falloff curves. Furthermore, Figure
12 shows unusual results for the temperature de-
pendence of the low-pressure rate coefficient of ozone
formation in the bath gases He, Ar, and N2. It has
been postulated58-60 that these effects are due to a
dominance of a radical complex mechanism (see eqs
5-7) over the usual energy transfer mechanism of
eqs 1-4. This change of mechanism may occur when
the density of states Fvib,h(E0) in eq 29 is so small that
eq 7 exceeds eq 4. The radical complex mechanism

dominates the association of atoms with diatomic
molecules. A few three- or four-atom systems with
small values of the adduct dissociation energies E0
apparently also follow this behavior. The value of K5
and its temperature dependence are governed by the
strength of the A-M bond in eq 5. The mechanism
that is followed may, therefore, depend on the nature
of the bath gas M and the temperature. The results
from ref 58 indicate that the O + O2 + He f O3 +
He reaction at temperatures up to 200 K follows the
radical complex mechanism, while the association at
>200 K and the reverse dissociation at 1000 K follow
the energy transfer mechanism. Figure 12 indicates
that the corresponding change in mechanism when
M is Ar occurs near 500 K, while it occurs near 800
K when M is N2. The observed pressure dependences,
at pressures above 1 bar, are so unusual that larger
complexes and higher excited electronic states may
also be involved which require an extension of the
treatment beyond eqs 5-7. We do not intend to
analyze the radical complex mechanism at this place;
for more details, see the discussion in ref 58. Instead,
we only point out that these reactions stick out from
the representations given in Table 1 for the reasons
mentioned in this section.

6. Conclusions
The complicated dependence of the rates of as-

sociation reactions, as they are frequently encoun-
tered in atmospheric chemistry, on the temperature,
on the concentration, and on the chemical nature of
the third-body gases can be rationalized well in terms
of unimolecular rate theory. Far from being mastered
by ab initio rate theory, these reactions can be
represented by a combination of experimental and
theoretical results which leads to economic rate
expressions. Although these differ from a simple two-
parameter form such as the Arrhenius-type expres-
sion for direct bimolecular reactions, five parameters
generally suffice for a data representation. These are
the absolute values and the temperature coefficients
of the limiting low- and high-pressure rate coef-
ficients

Figure 11. Rate coefficients for the O + O2 (+N2) f O3
(+N2) association reaction at 213 (2), 253 (b), and 300 K
(O) (measurements from ref 58, suggesting dominance of
the radical complex mechanism; see the text).

Figure 12. Low-pressure rate coefficients for the O + O2
(+M) f O3 (+M) association reaction when M is N2, Ar,
and He (from top to bottom at 300 K; measurements from
various laboratories as summarized in ref 58, suggesting
a transition from the radical complex mechanism at low T
to the energy transfer mechanism at high T; see the text).
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and a practically temperature-independent center
broadening factor

Fcenter can be estimated relatively easily from theory
as demonstrated in refs 46 and 48. To a first ap-
proximation, one may use48 Fcenter values of 0.35 for
nonlinear A and nonlinear B, 0.40 for linear A and
nonlinear B, 0.45 for linear A and linear B, 0.50 for
atomic A and nonlinear B, and 0.53 for atomic A and
linear B.

Finally, one may generally assume that m is close
to zero (m ) 0 ( 0.5). Reactions with small barriers
Ea have additional Boltzmann factors exp(-Ea/kT) in
eqs 37 and 38. Association reactions leading to more
than one isomer of AB have to be split into rate
expressions for each channel. Associations of three-
or four-atom adducts with small dissociation energies
may follow the radical complex instead of the energy
transfer mechanism, which requires a different kind
of theory, although the results for k0 can also be
represented by eq 37.
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k0 ) k0(300 K)(T/300 K)-n (37)

k∞ ) k∞(300 K)(T/300 K)-m (38)

Fcenter ≈ Fcenter(300 K) (39)
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